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To my daughter Hanna, whom I have played hundreds of ’imitation
games’ with.



Introduction: Why/who do we imitate? A
game-theoretical point of view.

We are going to study impartial games like

I 2-pile Nim,

I Wythoff Nim

and variations of these, such as

I move-size dynamic variations and

I Muller twists.

Then as a main theorem we are going to show a correspondance
between the winning positions of different variations of 2-pile Nim.

At last, and in a slightly different setting, we are going to look at
when there is a useful second player strategy for a game. When
can he be “certain to learn” the winning strategy while playing
(given that the first player knows the strategy).
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Introduction - 2-pile Nim viewed as an imitation game

(Bouton’s) Nim (1902) is a 2-player game on a positive number of
heaps of tokens (starting pile-sizes = random choice). Players
alternate to remove a number of tokens from precisely one of the
piles. The last player to remove a token wins the game.

Bouton discovered a complete theory on the winning strategy for
this important impartial game - in a specific sense “the mother” of
all other impartial games.The Sprague-Grundy theory on addition
of impartial games says that every impartial game is equivalent to
a Nim-heap. Here we restrict our interest to Nim on 2 piles of
tokens.



Introduction - 2-pile Nim viewed as an imitation game

(Bouton’s) Nim (1902) is a 2-player game on a positive number of
heaps of tokens (starting pile-sizes = random choice). Players
alternate to remove a number of tokens from precisely one of the
piles. The last player to remove a token wins the game.

Bouton discovered a complete theory on the winning strategy for
this important impartial game - in a specific sense “the mother” of
all other impartial games.

The Sprague-Grundy theory on addition
of impartial games says that every impartial game is equivalent to
a Nim-heap. Here we restrict our interest to Nim on 2 piles of
tokens.



Introduction - 2-pile Nim viewed as an imitation game

(Bouton’s) Nim (1902) is a 2-player game on a positive number of
heaps of tokens (starting pile-sizes = random choice). Players
alternate to remove a number of tokens from precisely one of the
piles. The last player to remove a token wins the game.

Bouton discovered a complete theory on the winning strategy for
this important impartial game - in a specific sense “the mother” of
all other impartial games.The Sprague-Grundy theory on addition
of impartial games says that every impartial game is equivalent to
a Nim-heap.

Here we restrict our interest to Nim on 2 piles of
tokens.



Introduction - 2-pile Nim viewed as an imitation game

(Bouton’s) Nim (1902) is a 2-player game on a positive number of
heaps of tokens (starting pile-sizes = random choice). Players
alternate to remove a number of tokens from precisely one of the
piles. The last player to remove a token wins the game.

Bouton discovered a complete theory on the winning strategy for
this important impartial game - in a specific sense “the mother” of
all other impartial games.The Sprague-Grundy theory on addition
of impartial games says that every impartial game is equivalent to
a Nim-heap. Here we restrict our interest to Nim on 2 piles of
tokens.



2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the starting position is
(3, 5).

I Can the first player remove a
number of tokens in such a way
that she can reassure a final
victory?

I Remove two tokens from the pile
with 5 tokens.

I The next player may remove any
number of tokens from either of
the piles, but in effect he can only
do one thing, namely shift the piles
into unequal heights. Let us say he
removes one token from the left
pile.
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2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the first player has
already decided to use the strategy
to “even out” the number of
tokens in the respective piles (if
possible). She will next remove a
token from the right pile.

I Maybe the second player realizes
that he will lose however he moves,
so he decides to give away victory
to the first player.

I The first player wins.



2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the first player has
already decided to use the strategy
to “even out” the number of
tokens in the respective piles (if
possible). She will next remove a
token from the right pile.

I Maybe the second player realizes
that he will lose however he moves,
so he decides to give away victory
to the first player.

I The first player wins.



2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the first player has
already decided to use the strategy
to “even out” the number of
tokens in the respective piles (if
possible). She will next remove a
token from the right pile.

I Maybe the second player realizes
that he will lose however he moves,
so he decides to give away victory
to the first player.

I The first player wins.



2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the first player has
already decided to use the strategy
to “even out” the number of
tokens in the respective piles (if
possible). She will next remove a
token from the right pile.

I Maybe the second player realizes
that he will lose however he moves,
so he decides to give away victory
to the first player.

I The first player wins.



2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the first player has
already decided to use the strategy
to “even out” the number of
tokens in the respective piles (if
possible). She will next remove a
token from the right pile.

I Maybe the second player realizes
that he will lose however he moves,
so he decides to give away victory
to the first player.

I The first player wins.



2-pile Nim

P = (0, 0), (1, 1), (2, 2), . . . I Suppose the first player has
already decided to use the strategy
to “even out” the number of
tokens in the respective piles (if
possible). She will next remove a
token from the right pile.

I Maybe the second player realizes
that he will lose however he moves,
so he decides to give away victory
to the first player.

I The first player wins.



Our plan

In effect, for Nim, the first player’s “in the middle of the game”
winning strategy is:

Remove the same number of tokens from the
larger pile as the second player removed from the heap with less
tokens.

Now the question is: What games do we get if we “remove” this
winning strategy from Nim? For Nim, the number of times a
player may, in the above sense, imitate the other player is
unlimited. What if we fix a number and say that repeated
imitation beyond this number is not allowed?
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Impartial games

Our games belong to the family of finite impartial games, where 2
players alternate to move;

they obey to the same gamerules; there
is no chance device and there is a final position which decides the
winner of the game. Here we only play the normal version where
the last player to move wins.

A position from which the player who made the last move, the
previous player, can win given best play, is called a P-position. A
position from which the next player can win, given best play, is
called an N-position. Given a game G , denote with PG , the set of
all P-positions of G .
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A basic fact for a combinatorial game

Recall:

I a position is a P-position iff none of its followers is a
P-position.

I a position is an N-position iff there is a P-position in its set of
followers.
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Take-away games

Our games can be played on two piles of tokens and where the
players may only remove tokens from the top of the piles (given
some rules). Such games are known as (2-pile) take away games or
Nim-like games.

Notation:
We use the notation (x , y) for a game-position, where x , y are
non-negative integers denoting the respective pileheights. We
rather write {x , y} if we want to emphasise that (x , y) and (y , x)
are considered the same. For example, if (x , y) ∈ P ⇔ (y , x) ∈ P.

Special notation:

For a take-away game on two piles of tokens, let a leading pile
denote a pile with currently the least number of tokens or possibly
the same. If a pile is not leading it is non-leading.

Remark: The leading pile might change from one move to the next.
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(2, 1)-Imitation Nim

Example:

Let us play a game where at most one imitation is allowed and
where the starting position is (2, 2). Who wins, the first or second
player?

But first some notation:
The default color of a token is blue. A token is green if removal of
the token (including the ones above) implies that an imitation
counter is increased by one. A token is yellow if it, for the reason
of the previous player’s move, may not be removed. The imitation
counter is drawn as a black square.
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Example: At most one imitation

1

I The starting position is (2,2).

I The first player moves to (1,2);

I Removing a green token means to
imitate the previous move;

I If the second player moves to (0,2) he
will lose right away, so he rather
moves to (1,1);

I The imitation counter increases with
one unit;

I The first player moves to (0,1);

I This time, the second player may not
imitate, in fact he can’t move at all.

I So (2,2) is a next player winning
position...unlike 2-pile Nim.
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one unit;

I The first player moves to (0,1);

I This time, the second player may not
imitate, in fact he can’t move at all.

I So (2,2) is a next player winning
position...unlike 2-pile Nim.
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The game of W.A. Wythoff

The game of Wythoff Nim is an impartial game played on two piles
of tokens. It was published 1907 in the article ’A modification of
the game of Nim’ by W.A. Wythoff, a Dutch mathematician.

As
an addition to the rules of the original game of Nim, Wythoff
allows removal of an equal number of tokens from each pile.

The game is maybe more known as the impartial game “Corner the
queen” (Rufus P. Isaacs, 1960), where the two players alternate to
move one single queen - aiming to get to the bottom left corner of
a (large) chessboard. The distance to this corner must by each
move decrease and precisely the ordinary chess-queen moves are
allowed. The winner is the player who first puts the queen in the
corner.
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Adjoining P-positions as moves

Nim → Wythoff Nim, by adjoining all P-positions of Nim as moves
in Wythoff Nim.

This idea I have adapted from a paper by A.
Fraenkel (where he discusses extensions to Nim on several piles).
Indeed the P-positions of 2-pile Nim are {(k , k) | k ∈ Z+}. These
are the diagonal moves of Corner the queen.
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A variation of Wythoff’s game

Let us look at an animation of a game, that we will denote by
(2, 1)-Wythoff Nim, where the previous player may, by her free
choice and before the next player moves, ”block off” at most one
diagonal option from the next players set of options.

A pair of
tokens are painted red if this pair (together with the tokens on
top), for the sole reason of the previous player’s
“because-I-am-saying-so”, may not be removed. Notice that one of
the tokens may be removed, but noth both at the same time.
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Example: One diagonal option may be blocked

I The starting position is (2,2).

I The previous (second) player blocks
off removal of all tokens;

I But the second player can only prolong
the first players path to victory;

I The first player moves to (1,1) and
makes the obvious block;

I The second player may remove either
one of the tokens, but not both;

I and since a player may not block off a
single token,

I the first player wins, so (2,2) is a next
player winning position...

I ...just like for (2,1)-Imitation Nim...
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The starting positions

An initial observation
Let ↔ denote “identical” if “treated as starting positions”. Then:

“P-positions of 2-pile Nim where at most a fixed number, say
k − 1 ≥ 0, imitations in a sequence from one and the same player
is allowed” ↔ “P-positions of a variant of Wythoff Nim with a
Muller twist, where at most k − 1 positions may be blocked”.

Returning to Wythoff’s game

Observation: If we put k = 1 then we get: “P-positions of a
variation of 2-pile Nim where imitation is not allowed” ↔
P-positions of Wythoff Nim.
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The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0),

{1, 2}, {3, 5}, {4, 7}, etc



The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0), {1,

2}, {3, 5}, {4, 7}, etc



The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0), {1, 2},

{3, 5}, {4, 7}, etc



The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0), {1, 2}, {3,

5}, {4, 7}, etc



The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0), {1, 2}, {3, 5},

{4, 7}, etc



The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0), {1, 2}, {3, 5}, {4,

7}, etc



The Wythoff-pairs

The P-positions of the game of Wythoff Nim, denoted by PW , are
intuitively given by the rule “the least number - the least
difference”:

(0, 0), {1, 2}, {3, 5}, {4, 7}, etc



Partitions of the natural numbers

Beatty’s theorem (1927) says:

Theorem
If x and y are positive irrational numbers such that 1

x + 1
y = 1

then {bixc | i ∈ N} t {biyc | i ∈ N} = N.

As a consequence of Beattys theorem, the sequence of
“Wythoff-pairs” that we denote with

PW = ({ai , bi})i=∞
i=0 ,

0 ≤ ai ≤ bi , can be generated in polynomial time. It exhibits some
beautiful properties:
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Number theoretical properties of the Wythoff-pairs

Theorem
Let PW = ({ai , bi})i=∞

i=0 be as above. Then

(i) (ai ) and (bi ) are strictly increasing sequences;

(ii) ((ai , bi )) partition the natural numbers and
{bi − ai |i ∈ N} = N;

(iii) for any 0 ≤ i < j , bi − ai < bj − aj ;

(iv) for each i , (ai , bi ) = (bφic, bφ2ic), where φ denotes 1+
√

5
2 , the

golden ratio;

(v) viewed as a permutation of the natural numbers, PW is the
unique permutation satisfying the properties (i), (ii) and (iii),
(Knape, Larsson 2004).
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Wythoff’s game with a Muller twist, (k , m)-Wythoff Nim

Definition
The game of (k ,m)-Wythoff Nim, Wk,m, is the game where the
next player may

I. remove tokens as in 2-pile Nim, or

II. remove 0 < i tokens from one of the piles and remove 0 < j
tokens from the other pile as long as 0 ≤| j − i |< m
(Fraenkel).

III. but before the next player makes his move, the previous player
may declare at most k − 1 of the type-II moves, with i = j , as
blocked options (Hegarty, Larsson).
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The set PWk,m

One can generate the P-positions of (k ,m)-Wythoff Nim via a so
called minimal exlusive algorithm. We use the following standard
notation: For X a set of natural numbers, mex X denotes the least
natural number 6∈ X .

Definition
Given positive integers k and m, the integer sequences (ai ) and
(bi ) are defined as follows: a0 = b0 = 0 and for i > 0

ai := mex{aj , bj | 0 ≤ j < i};
bi := ai + δi ,

where δi = δi (k ,m) := b i
k cm.
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Arithmetic properties of Wk ,m

Proposition

(i) The P-positions of (k,m)-Wythoff Nim are, for each i ∈ N,
the pairs {ai , bi} as in the Definition;

(ii) Together these pairs partition the natural numbers;

(iii) #{i ∈ N | bi − ai = d} = k if m | d, otherwise
#{i ∈ N | bi − ai = d} = 0;

(iv) Suppose (a, b) and (c, d) are two distinct P-positions of a
game of (k ,m)-Wythoff Nim. Then a < c implies
b − a ≤ d − c (and b < d).

(v) Suppose bi ≥ ai . Then limi∈N
bi
ai

exists and is given by the

positive root of x2 − m
k x − 1 = 0, but

(vi) here, (ai ) and (bi ) can be described completely by Beatty
sequences only for special cases, namely if k | m.
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Recent progress

In the Appendix of my paper ’2-Pile Nim with a restricted number
of move-size imitations’, P. Hegarty shows that if k > 0 and
m = 1, the sequences are “close to” Beatty sequences. We had
previously conjectured that this holds for all k > 0...

And indeed, a
polynomial time algorithm to determine PWk,m

within “such
bounds” has recently been developed by Udi Hadad in his master
thesis ‘Polynomializing hard sequences using surrogate sequences’
(advisor A. Fraenkel).
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Duchêne’s game

Let r be a positive integer and let Dr be the game defined as
follows: Move as in Wythoff Nim, but any diagonal move, say
(a, b)→ (c , d), has to be of the form d − b ≡ c − a (mod r).

Proposition

Let D2 be the game defined as above. Put PD2 = ({pn, qn}), where
for all n ≥ 0, pn ≤ qn and let PW4,2 = ({an, bn}) where an ≤ bn.
Then, provided the sequences are written in increasing order,
(an) = (pn), (b4n) = (q4n), (b4n+1) = (q4n+1), (b4n+2) = (q4n+3)
and (b4n+3) = (q4n+2).

’Geometrical extensions of Wythoff’s game’, E. Duchêne and S.
Gravier, 2007. Private communication with Eric, 12 April: No
generalization to the Proposition is known.
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Duchêne’s game

Let r be a positive integer and let Dr be the game defined as
follows: Move as in Wythoff Nim, but any diagonal move, say
(a, b)→ (c , d), has to be of the form d − b ≡ c − a (mod r).

Proposition

Let D2 be the game defined as above. Put PD2 = ({pn, qn}), where
for all n ≥ 0, pn ≤ qn and let PW4,2 = ({an, bn}) where an ≤ bn.
Then, provided the sequences are written in increasing order,
(an) = (pn), (b4n) = (q4n), (b4n+1) = (q4n+1), (b4n+2) = (q4n+3)
and (b4n+3) = (q4n+2).

’Geometrical extensions of Wythoff’s game’, E. Duchêne and S.
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A dynamic counting of P-positions of Wk ,m

Definition
Let (a, b) be a P-position as in Wk,m. Then

ξ((a, b)) := #{(i , j) | i ≥ a, j − i = b − a, (i , j) ∈ PWk,m
}.

Notice that for a winning strategy at least k − ξ((a, b)) positions
must be blocked off.
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Imitations and how to count them

Suppose the previous player removed x tokens from a leading pile.
Then if the next player removes x + i tokens from the other pile,
where 0 ≤ i < m, he m-imitates (or just imitates) the previous
player’s move.

Definition
Suppose the current position of a 2-pile Nim-like game is X and
the last two moves are Z → Y → X . Then put

L(X ) := L(Z ) + 1

if Y → X imitates Z → Y . Otherwise L(X ) := 0.

In particular: X a starting position implies L(X ) = 0.
Note: An option X → Y may be viewed as an imitation although
no move has yet been made.
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The game of (k , m)-Imitation Nim

Definition
Let k and m be two positive integers. The game of
(k ,m)-Imitation Nim (or just Imitation Nim) is a take-away game
on two piles of tokens, where the players

I move as in 2-pile Nim, but

I with the restriction that no more than k − 1 m-imitations in a
strict sequence by one and the same player are permitted;

I More precisely, a player may not move to an option, say X , if
it would imply L(X ) = k .

Note: At the Integers 2007 conference, A. Fraenkel suggested the
name ’Limitation Nim’ whenever we discuss the case k = 1.
Touché.
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Comparing the number of options for modified games

Let k and m be positive integers. View the relative number of
options of the games (k,m)-Wythoff Nim and (k ,m)-Imitation
Nim as we alter k and m.

Suppose we start with 2-pile Nim, then
the modified game has -

I on the one hand side for the “Wythoff setting”, if we

I adjoin P-positions as moves - more options;
I increase k, more options may be blocked - less options;
I increase m, the “move-diagonal widens” - more options.

I on the other hand side, for (k ,m)-Imitation Nim, if we

I prohibit imitations - less options;
I increase k, more imitations are allowed - more options;
I increase m, more moves are imitations - less options.
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Terminology mostly for move-size dynamic games

Notation:
Let G be a game. Let us introduce the following “non-standard”
terminology. A position is dynamic if it is impossible to tell
whether it is a P- or N-position without any information on the
previous move(s). If a position is not dynamic it is non-dynamic.

With this notation we can partition the set of positions of G into 3
sets, namely

I dynamic positions;
I non-dynamic

I P-positions;
I N-positions.
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Note: This above notation is only relevant for move-size dynamic
games. Each position of Wythoff Nim is clearly non-dynamic. The
winning nature of a dynamic position may be classified for a
specific ’partie’ but not for a game position in general, where the
value of the counter L is ’indecidable’.

As I understand it, game-theory has not yet been widely studied
from the specific point of view of a particular game, given “a
specific time and a certain location”.
Maybe, a ’partie’-theory has yet to be developed...
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Stable and free positions of blocking Wythoff Nim

Suppose that X = (a, b) is a P-position of (k ,m)-Wythoff Nim. If
in addition the following statement holds,

if (c , d) ∈ PWk,m
with b − a = d − c then c ≥ a;

then we say that X is P-stable; otherwise X is P-free.

Suppose that X = (a, b) is an N-position of (k ,m)-Wythoff Nim
with a ≤ b. Then,

(I) if there is a c > a such that (a, c) ∈ PWk,m
and a ≤ b < c, or

(II) if a is the largest number in a P-position of (k ,m)-Wythoff
Nim,

we say that X is N-stable; otherwise X is N-free.
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The main theorem

Suppose X is a position of a 2-pile take-away game. If X is a
starting position of the games Ik,m and Wk,m respectively, then

I X ∈ PIk,m
⇔ X ∈ PWk,m

.

The position X is a non-dynamic

I P-position of (k,m)-Imtiation Nim iff X is P-stable;

I N-position of (k,m)-Imitation Nim iff X is N-stable;

Otherwise, X is dynamic and

I if X is P-free then X is a P-position of Imitation Nim iff
L(X ) < ξ(X );

I if X is N-free then X is a P-position of Imitation Nim iff there
is a P-position of (k,m)-Wythoff Nim, say Y , such that
L(Y ) ≥ ξ(Y ) and X → Y is an m-imitation.
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For k = m = 1, we may look at an illustration of the “N-stable
case”, given inductively the “P-stable case”. Example



The second player’s strategy
Let us for the moment change the setting, so that the second
player does not have complete information, but the first player is
not aware of this.

What should the first player do?

Almost always a “random” starting position is an N-position.

What should the second player do?

Then for what games, given that the first player will not take any
risks, can the second player, by using an intelligent strategy, play
so that the first player “reveals” every P-position of the game?

(i) Classical Wythoff Nim - yes;

(ii) The blocking variation of Wythoff’s game - no (the first player
can by simple manouvers ”conceal” many of the P-positions);

(iii) Imitation Nim - yes, by ”carefully” imitating the previous
player’s moves and being aware that each Wk,m P-position
has difference of pileheights ≡ 0 (mod m).
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A second strategy for (k , m)-Imitation Nim.

For Imitation Nim, the second player should:

I try and imitate the previous player’s move. If he can, and if he
makes sure that the condition (iii) above is satisfied, then he
has moved to a P-free position;

I if he can/may not imitate, then it suffices to move to a
position (a, c) where c is the largest permissable number of
tokens of the non-leading pile. Indeed this move ’forces’ the
first player to move (a, c)→ (a′, c) where a′ is the greatest
integer less than a such that there is a P-position (a′, b′) of
(k ,m)-Wythoff Nim (and P-free iff k > 1). Then for this
particular game we get L((a′, b′)) = 1.
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Example: (2,3)-Imitation Nim

Now, put k = 2 and m = 3. The first few P-positions of
(2, 3)-Wythoff Nim are:

(0, 0), (1, 1), (2, 5), (3, 6), (4, 10), (7, 13), . . .

These positions are well-known to the first player, but not to the
second player. Suppose the first player is about to move from
(4, 9), an N-stable position.
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PW2,3 = {(0, 0), (1, 1), (2, 5), (3, 6), (4, 10), (7, 13), . . .}

1

I The first player should try and
reassure victory moving from (4, 9);

I She moves to (3, 9);

I By the rules of (2, 3)-Imitation Nim;

I The second player should then remove
all green tokens → (3, 6);

I The move is an imitation;

I The only winning move from (3,6);

I The second player may not imitate a
second time; In particular he can not
reach (2, 5) (but 5− 2 ≡ 0 (mod 3));

I Remove the smallest possible number
of tokens from the non-leading pile.

I (2, 2) is an N-stable position...
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Summary

I The game of 2-pile Nim may be viewed as an imitation game,
where a player may imitatate the previous player’s moves
arbitrarily many times. The next player imitates the previous
player’s move if he removes the same number of tokens from
a non-leading pile as the previous player removed from a
leading pile.

I Wythoff Nim can be viewed as the game where we to 2-pile
Nim adjoin the P-positions as options.

I Limitation Nim = (1,1)-Imitation Nim is the game where the
next player may not imitate the previous player’s most recent
move. This game has the same P-positions as Wythoff Nim,
if one only regards the starting positions.
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Summary

I If we put a Muller twist to a game of Wythoff Nim, where we
allow the previous player to block off at most k − 1 > 0 of the
next player’s diagonal options, then, regarded as starting
positions, we get identical P-positions as for (k , 1)-Imitation
Nim. For the latter game, at most k − 1 imitations in a strict
sequence from one and the same player is permitted.

I A “wider m-diagonal” of Wythoff Nim corresponds to an
“m-relaxed” notion of an imitation. What is more, there is a
precise dynamic correspondence between the winning positions
of the games (k,m)-Wythoff Nim and (k,m)-Imitation Nim.
This relationship constitutes our main theorem.

I “Imitation provides means for learning”. Our Imitation games
offer nice second player strategies for learning the first player’s
winning strategy. And indeed the main ingreadient for such a
strategy is to imitate the first players moves. The setting of
our blocking games does not allow a corresponding second
player strategy, since the first player may ’conceal’ P-positions.
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PW =
(0, 0), (1, 2), (3, 5), . . .

I Suppose our starting position is an N-stable
position, say (3,4).

I We want to show that this position is a
(non-dynamic) N-position of Imitation Nim.

I The first player may, independent of previous
moves, remove two tokens from the leading
pile.

I The second player may not move to (the
P-stable position) (1,2).

I For Wythoff Nim, there are no P-free
positions and the position (0,0) is no option.
Also, N-free (0,4) is no good.

I The N-free position (1, 3) is an option, but
for this particular game L((1, 3)) = 0, since
the player have removed tokens from a
non-leading pile.

I The first player responds with a move to the
P-stable position (1,2)... wins.
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From this argument it is not hard to see that all N-stable positions
of form (I) belongs to NI1,1 . With a little extra work the argument
can be extended to general k and m. return
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I An example of an N-stable
position is (3,4).

I Independend of previous move(s),
there is precisely one winning
move.

I On the other hand (1,4) is an
example of an N-free position.

I The next player may not move to
the Wythoff Nim P-position (1,2).

I He rather tries to find a dynamic
P-position. But then he needs to
remove tokens from the leading
pile.

I The next player may now remove
all tokens, he wins. So (3,4) is a
(non-dynamic) N-position of
Imitation Nim. return
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